Maximizing ROI
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Using Stateof-the-Art Data Science Techniques

How to download the dat4:

1) Open the Walmart Store Sales Forecasting challenge on the Kaggle website
https://www.kaggle.com/c/walmarrecruitingstore-salesforecasting

2) In the navigation pane on the left, clidkataQ

3) Download the 3 files: train.csv, features.csv, stores.csv

4) At this point, you will be prompted to accept the official competition rules ofeoto access the data (you may
need to create a Kaggle account)

5) Combine these 3 files, merging by store number datk (this may require a small amount of programming)

6) Subset the full dataset bpcludingonly Department 1

*Typically, we would provideoy with the final dataset to start the analysis, but the Kaggle competition rules prevent us
from distributing any data without your electronic acceptance of the terms of \Waeapologize for the inconvenience.

How to replicate the analysis:

1) Open SPR@&

| ﬁ‘mﬂoﬂi Predictive Modeler v7.0 64 b FETS)

imits Report Window Help

File Edit View Explore Model

=% (0| 0| @ [ AL E] ] st | | B || B

Report Contents

>REM #***Setting TreeNet default options
>TREENET PLOTS = NQ, NO, NO, NQ, MV = 3, 3, 3, 3

>IREENET ST = 1000000, 5C = 100000, SEED = 987654321, FR =1

>TREENET FULLREPORT = YES

>TREENET LEARNRATE = AUTO, SUBSAMFLE = 0.50, INFLUENCE = 0.10, BRERKDOWN = 0.90
>IREENET TREES = 200, MAXTREES = 10000, NODES = &, MINCHILD = 10, LOSS = HUBER
>TREENET OFTIMAL = CXE, LTHRESHOLD = 0.1, CTHRESHOLD = 0.5

>REM*#**Resetting Preferences

>REM*#**Setting General default options

>LOPTICNS MERNS = MO, FREDICTIONS = NO, TIMING = NO, GAINS = NO, ROC = N0, FLOIS = NO
>FORMAT = 5

SREM*#*Setting CART default options

>LOPTIONS, NOFRINT = NQ, PS5 = NO

>BOPTIONS SURROGRTIES = 5 FRINT = 5, COMPETITORS = 5 CFRINT = 5, TREELIST = 10,
> BRIEF

>SEED 13579, 12345, 131, NORETAIN

Random seeds: 13579

>RF SEED 17335

>THREADS = 4

>REM #**Setting MARS default options

>BOPTIONS FENALTY = 0.000000, SPEED = 4, INTERACTIONS = 1, MINSERN = 0, BASIS = 15
>MARS SEED = 987854321

>BOPTIONS OLS = YES

>PRINT = TERSE



https://www.kaggle.com/c/walmart-recruiting-store-sales-forecasting
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2) Click the folder shortcu| = | to open a data file:

oo D ==
Loak in: 1 Webinar hd @ L'f = "
I= Mame ° Date modified Type
‘*""} | Deptl.csv 4/22/2015 4:43 PM Microsoft
RecentPlaces 1 pept_noMarkdown3.csv 4/22/20154:43PM  Microsoft
-| Deptl _scorel .csv 4/22/2015 4:44 PM Microsoft
— Depﬂ_scorel.csv 472272015 4:44 PM Microsoft
Desktop wiz ROL_ Tutorial.doc 4/23/20153:35PM Microsoft
| u:"
Libraries
A
Cormputer
@' 4 | m b
Metwork
File name: Dept1.cav -
Files of type: [NJ Files (™7 v] [ Cancel ]
Type of Encoding: [Defaujt v] [ QODBC ]

3) LocateDeptl.csor your choseriile name) and clickpen
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The Activity Window, pictured below, will appear:

Wsalfordvmdc01\users$\KOnthankiMy Documents\Maximizing ROI\WebinariDeptl.csv ﬁ

File Name: Deptl.csv
Location: [\\salfordvmdcl1iusersS\KOnthank My DocumentsMaximizing ROI\WWebinar),
Modified: Friday, April 24, 2015, 3:02:48 PM

Variables

CASEID
CPI
DATE
DEPT Data
FUEL_PRICE :

oA Records: 1395
MARKDOWM1 Variables: 15
MARKDOWM2
MARKDOWM3 Character: 2
MARKDOWNS
MARKDOWWMS Murneric: 16
SIZE

STORE
TEMPER.ATURE
TEST

TYPES
UMEMPLOYMEMT
WEEKLY _SALES

sort: | Alphabetically -

Activity

[Graphs... ] [ Stats... ] [UiewDaE...] [DaEPrep...] [Dptions... ] [ Score... ] [ Model...

This file contains the 195 records of weeklgales at Walmart in department 1 of all 45 included stores. In a typical
Walmart, department 1 corresponds to candy, food, and tobacco. On the left side of the Activity Window, you can see
the variables in the data file. Theselude a case ID, consumaice index, date, department number, fuel price, a
holiday indicator, five markdowns, size of the store, store number, the temperature outside, a test partition variable,
type of store, unemployment rate, and the weekly sales.
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4) At the bottom of the Activity Window, click théiew Databutton:

Activity

[Graphs... ] [ Stats... ]I'u'iewDaE...I [DaEPrep...] [Dptiuns... ] [ SCore... ] [ Model. ..

The spreadshegticturedbelow will appear with the data:

ﬁ Wisalfordvmdc0l'users$ KOnthank\My DocumentsiMaximizing ROTWebinar\Deptl.csv E\@

CASEID STORE DATE DEPT "”EEK';BY—SJ”‘LE ISHOLIDAYS TYPES SIZE TEMPERATURE  FLE *

1 1 1 40858 1 186895 FALSE I 151315 5911 f
2 2 1 40865 1 19050.7 FALSE A 151315 §2.25
3 3 1 40872 1 20911.3| TRUE A 151315 £0.14
4 4 1 40879 1 25293 5 FALSE I 151315 48.91
5 5 1 40886 1 333059 FALSE A 151315 4393
§ § 1 40293 1 45773 FALSE A 151315 5163
7 7 1 40900 1 46788.8|FALSE I 151315 4796
8 ) 1 40907 1 23350.9 TRUE A 151315 4455
9 9 1 40914 1 16567.7 FALSE A 151315 49.01
10 10 1 40921 1 16994 4| FALSE I 151315 4853
11 1 1 40928 1 18365.1 FALSE A 151315 5411
12 12 1 40835 1 12378.2| FALSE A 151315 5426
13 13 1 40942 1 23510.5 FALSE I 151315 5655
14 14 1 40949 1 369885 TRUE A 151315 48,02
15 15 1 40856 1 540601 FALSE A 151315 4532
16 16 1 40963 1 20124.2|FALSE I 151315 57.25
7 7 1 40570 1 20113 FALSE A 151315 60.96
18 18 1 40877 1 21140.1|FALSE A 151315 5876
19 15 1 40984 1 27366.9|FALSE I 151315 6474
20 20 1 40991 1 22107.7|FALSE A 151315 £5.93
21 21 1 40998 1 28952.9 FALSE A 151315 E7 61
2 22 1 41012 1 34684 2| FALSE I 151315 £9.07
23 23 1 41019 1 16976.2 FALSE A 151315 B6.76
24 24 1 41061 1 160655 FALSE A 151315 77.95
25 25 1 41068 1 17666 FALSE I 151315 783
2% 2 1 41075 1 7558.8 FALSE A 151315 79.35

7 7 1 41082 1 166334 FALSE A 151315 78.35 =

28 28 1 41096 1 178234 FALSE I 151315 8157 S

70 70 1 41107 1 1RRRR 7 FAl SF A 1R111R TT17 =

4 F

Note that variables such as size and type are consistent across eachlsie@ATE variable has been transformed to

be strictly numeic. Additionally, TEST was created to separate the data into an 80% training sample and a 20% testing
sample.Viewing the data in this way allows for a quick understanding of the variables and any possible red flags (such
missing values).
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5) Retumn to the Activity Windw via the shortcut

=
Vizalfordvmdc0\users$ KOnthanki\My DocumentsiMaximizing ROIWebinar\Deptl.csv M

File Mame: Deptl.csv
Location: [\isalfordvmdc01usersS\OnthankMy DocumentsYMaximizing ROIYWebinary,
Modified: Friday, April 24, 2015, 3:02:48 PM

Variables

CASEID
CPI
DATE
DEFT Data
FUEL_PRICE :

IShOLIDATS Records: 1395
MARKDOWN1 Variables: 18
MARKDOWMN2
MARKDOWM3 Character: 2
MARKDOWMNS
MARKDOWNS Numeric: 16
SIZE

STORE
TEMPERATURE
TEST

TYPES
UMEMPLOYMEMT
WEEKLY_SALES

S

Sort: | alphabetically -

Activity

[Graphs... ] [ Stats... l [\ﬂewDaE...] [DaiﬁPrep...l [Dpﬁons... ] [ Score... ] [ Madel, ..

Close

There are several other buttons heterun statistics on the data, display frequency distributions, and most importantly,
build a model with the data.

6) ClickModel:

Activity

Graphs... ] [ Stats... ] ['I.ﬁewDaE...] [DaEPrep...] [Dptinns... ] [ Score... ]I Maodel. .. I
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The Model Setugvindow, pictured below, will appear:

e I =
Lags | Batteny |
Model | Cateqgorical | Testing | Select Cases |
| Variable Selection
Analysis Type
Variable Name Target | Predictor | Categorical | Weight Classification
MARKDOWNS (] [l O (@ Regression
SIZE [l [l O Unsupervised
STORE [l [ [l Logistic Binary
= O O O Set Focus Class...
TEST O [ [ [
TYPES O] [ ‘
UNEMPLOYMENT ] (] [ Target Variable
WEEKLY_SALES 0 [ [ | WEEKLY SALES
- Weight Variable
Sort: | Alphabetically hd Predsi;lgfst Sieaitc Mumnber of Predictors
| 13

Automatic Best Predictor Discovery

Mumber of Predictors in Model: 13

@ off After Building @ Model Analysis Method
Discover orly [Regression <]
Maximurm variables 3 :|
Discover and run  For each class E
[ Cancel ] [ Continue ] [ Start ]

First, you will run a standard linear regression on the data to see how well it performs.

7) Inthe Analysis Method dregown menu, select Regression. In the Variable Selection pane, check WEEKLY_SALES
the Targetcolumn. In the Predictor column, select all of the athariables except for CASEID, DAYERTand TEST
(as these will not be predictiveyourModel tab should now match the picture above.
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8) Click theTestingtab:

Lags | Battery
Model | Categorical Testing I Select Cases |

| Select Method for Testing

(71 No independent testing - exploratory tree

| Fraction of cases selected at random for testing: | 0.20

(") Test sample contained in a separate file:

V-fold cross-validation: | 10 = Save OOB Scores to file:

Variable determines cross-validation bins: Save CV models to grove

(@ Variable separates learn, test, (holdout): [TEST

CASEID
DATE
DEPT

Automatic Best Predictor Discovery Mumber of Predictors in Model: 13
@ Off After Building a Model Analysis Method

Discover only [Regresson 2

IMaxirun variables 3
Discover and run  for each class =

l Cancel ] l Continue ]I Start I

In traditional regresisn, the entire data sample is used to build the model. Howeyau, willuse 80% of the data to

build the model and 20% to test the model. This will provide an accurate model performance and facilitate comparisons
to the data science techniques used later. Typically, this partition is chosen randomly but since we have-tirdered

data, the 80% used to build the model must have occurred in time before the 20% testing sample. This is where the TE

variable comes in.

9) { St SOG axl NAI 03860 A SAK NI RSdelil ESHINYR &St SO0 ¢9{¢ FTNRY
record falls in the 80% training sample or 1 if the record falls in the 20% testing sample.

10) ClickStartto build the model
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W/ Regression Results 1: Summary EI@
Emor Outliers Counts ] Residual Box Plot ] Coefficients ] Var-Cov Matrix ] Record Deletions ]
Summary ] Dataset | Eor Statistics % | Emor Statistics Counts | Error Outliers % |

Maodel Summary

Model Model error measures
Target: WEEKLY_SALES
Joint N 1,335 Marme Lean Test
Wgt Joint M: 1335.00 RMSE | 1377327754 FhAA BRR52
M Cat: Regression MSE 1897031 74.07053 Ba027301.60338
Predictars: — b1 274586171 551359157 €¢—
. MRAD 04290 032604
Coefficients: 14 557 2942332334033.15229 24414226099 96468
S5E 214554209973.83374 155939205997 04943
R"2 027095 036106 €—
R™2 Marm 0.27095 032
AlC 2158795039 475415770
AlCe 21588 38088 4756 09319
BIC 2166342125 4807 79634

Score... ] |Translate. "

This window gives the results thfe regression model predicting weekly salese model idairly poor with an MAD

(mean absolute deviatior)f 5,514 and an #of 36%. These results suggest that there are nonlinearities and interactions
in the data that cannot be captured in a traditidmmagression modelnstead, you will attempt to build a better model

with CART decision treeand TreeNet gradient boosting, two modern data mining techniques that will address these
common issues.
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11) Reopen the Model Setup wiralv via he shortcut] ggh| :

e .

Limits | Costs I Priors I Penalty I Lags I Batteny I
Model | Categorical I Force Split I Constrairts I Testing I Select Cases I Best Tree I Method I
| Variable Selection
Analysis Type
Variable Name Target | Predictor | Categorical | Weight | A ) Classification
MARKDOWNS [ & | [ (@ Regression €—__
SIZE [ 0 ] [ ) Unsupervised
STORE D D D D Logistic Binary
L= 12 O O O O Set Focus Class...
TEST 0| [ [ 0 |E
TYPES & smiEl
UNEMPLOYMENT (] ] B (B Target Variable
WEEKLY_SALES [ ] 0 0| || wesavsaes
- Weight Variable
Sort: | Alphabeticall - Select Select Select .
o ’ phabetically Predictors Cat. AL Mumber of Predictors
| 13
Automatic Best Predictor Discovery Mumber of Predictors in Model: 13
@ Off After Building a Model Analysis Method

() Discover only [CHF'-T v]
Maximurm variables
() Discover and run  for each class

[ Cancel ] [ Continue ] [ Start ]

12) Change the Analysis Method to CART. Be sure that the Analysis Type is set to Regression and that the dame varia
are selected for the model (remember to leave off CASEID, DATE, DEPT, and TEST).
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13) Click theTestirg tab:

Limits I Costs I Priors I Penalty Lags Battery I
Model I Categorical I Force Split | Constrairts Testing Select Casesl Best Tree I Method I

| Select Method for Testing

() Mo independent testing - exploratory tree

() Fraction of cases selected at random for testing:

() Test sample contained in a separate file: |

() ¥-fold cross-validation: | 10 = Save O0B Scores to file: |

(") Yariable determines cross-validation bins: Save CV models to grove
(@) Variable separates learn, test, (holdout): TEST
CASEID
DATE
DEPT
TEST
Automatic Best Predictor Discovery Mumber of Predictors in Model: 13
@ Off After Building a Model Analysis Methaod

(7) Discover only ’CAF‘.T v]
Mazximurmn variables
i) Discover and run  For each class

[ Cancel ] [ Continue ] [ Start ]

The default testing method in CART is creslidation, butyouwill stay withthe 80/20 partitionby TESIh order to
compareyour results to the regression model.
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14) Click theLimitstab:

Model Categorical I Force Spilit I Constraints I Testing ISeIectCasesI Best Tree I Method I
m Costs I Priors I Penalty I Lags I Battery I

| Advanced Options
Minimum Mode Sizes Tree Size
Unweighted | Weighted Maxdimum number of nodes:  AUTO =
i | 0= =
Parent node minimum cases| Depth:  AUTO =
Teminal node minimum cases; 0= :
Sample Sizes
Node Complexity Leam Sample Size: 1674 =
Minimum complexity: 0.00000 Test Sample Size: 419L=
Scale regression complexity by sample size . —
& {Automatic if complexity is greater than 1) Subsample Size: 13855
Data Set Size Waming Limit for Cross-Validation Model Missing Values
Wam if the number of observations in Create new varables for: [None vl
leaming data set for cross-validation
exceeds: 3000 = Create "missing" categorical level: [Ngne v]
Automatic Best Predictor Discovery Mumber of Predictors in Model: 13
@ Off After Building a Model Analysis Method

(7 Discover only ICF\RT v]

B Maximum variables =
() Discover and run  for each class

[ Cancel ] [ Continue ] I Start I

To keep your regression tree undemtml, you need to impose limits on how big it can grow. This is done by
designating a minimum number of records that must fall in both parent and terminal nodes.

15) Inthe Unweighted column, enter 7dr parent node minimum cases a2@ for terminal node nmimum cases.

16) ClickStart.



The CART Navigator window will appear once the model is built:

SALFORD
SYSTEMS
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!ﬁ': CART Mavigator 2 E@
Regression tree topology for: WEEKLY_SALES
Color code using: (Tat.) WEEKLY_SALES | Mone -
Smaller [ Mext Prune ]
———
[ Prune ]
Model Statistics
< 15 0.5Mm Predictors 13
= Important 13
g 1.0 Modes 26
% Min Node Cases 20
i R-5gquared Leam: 04823
DA~
01234567 8 91011121314151617 181920 2122 23 24 25 26 27 28 29 R-Squared Test: 0.4883)
pr—
Mumber of Modes e NG
Data Displays and Reports Save Madel
[ leam ]| Test | [ Spliters... | [Tree Detais..| [ Summary... | [ Tminvs Test |[Commands..| | Grove.. | | Tanslate.. || Score.. |

The CART Navigator window is a simple, ¢as)se visual presentation of your CART model. In the top pane, you will
see a tree structure. This ®ecorresponds to the selected tree in the model sequence, pictured in the bottom pane.

Here, you will see all of the different tree sizes that CART constructed plotted against their relative error. You can click

through the sequence to see trees of diffatesizes.

Note the Rvalue of 496 for the test sample in the table to the right of the model sequence. While this is an

AYLINREOGSYSY(G 2y

iKS NBINBaarzy Y2RSt> Al

atAtt AayQid

example, aquick CART tree run can tell you which variables play the biggest pegtkly sales

17) Click theSummarybutton at thebottom of the Navigator window:

Displays and Reports

Splitters... ] [Tree Details...] | Summary... | [ Train ws Test

] [ Commands...
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This brings up a window of numerous summary statistics for the selected CART tree:

SALFORD
SYSTEMS

FH CART Navigator 2 (26 Nedes) - Summary Results EI@
Discrete Predictors ] Eror Statistics % ] Eror Statistics Counts ] Emor Outliers 52 ] Emor Outliers Counts ] Residual Box Plot ]
Summary Dataset ] Gains ] Profile ] Roat Splits ] Terminal Nodes ] Varable Importance ]
Model Summary
Model Model error measures
Target: WEEKLY _SALES
Joint M: 1,395 Mame Learn Test i
Wat Joint N: 1395.00 RMSE | 1160E.56004 BEY5. 32816
N Cat: Regression MSE 134712235.87493 47Z70096.07303
_ MAD G736.96480 4268 76426 €—
Predictors: 13 MPAD 0.29450 0.19507
S5y 294293894093.15332 24474286099.96465
S5E 152389538774 54373 12473305363.23285
R"2 048229 0.43885 | €—
R™2 Morm 0.48229 0.49710
AlC 2179673482 4E31. 24655
&Cc 2119712069 4692.70255
BIC 2126219557 473773385
Dl=biim Crermre NE17M NnEI11F &
Score... | |Translate. .
Notice the MAD of the model is around 4,300.
18) Click theVariable Importanceab:
5P CART Navigator 2 (26 Nodes) - Summary Results EI@

Discrete Predictars ] Error Statistics % ] Error Statistics Courts ] Emor Outliers % ] Ermor Outliers Counts ] Residual Box Plot
Summary ] Dataset ] Gains ] Profile ] Root Splits Teminal Nodes Variable Importance I
Variable Importance
Y ariable Score Show zero importance
MEREDOWN | xoo.o000 I el
SIZE 744515 MM /| Relative importance
MARKD DWW 4 70.0833 ] MIMmmmimim Consider Only
MARKD 0w 1 59,9022 MIMmmmimm Primarv Solitters
CPI 57,8660 MMM )
Discount Surrogates
MARKD OGS 57.5971 MNmmmmiim ¢
TEMPERATURE 1207 | M 3) By assodation
ISHOLIDAYS 30.5458 M Eeree ,_1 .
TYPES 29,3020 I :
STORE 23,0318 1IN Use enly top:| g {2
FUEL_FRICE 130325 1
MARKD O 2 114513 1 )
UNEMPLOYMENT 10.9338 i = =
Mon-zero count: 13
Mew Keep List || MNew Keep & Go | | Select Al
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This is where each variable in the model is recorded with its relative importance score. The most important variable is
markdown 3, followed by size of store and consurprice index. This information tells you that there may be value in
markdown 3 that should be explored further. An opportunity to maximize ROI may lie in optimizing this particular
promotion throughout the year, as it has a significant effect on weekyss

19) Reopen the Model Setup wirmlv via the shortcul g2k

Class Weights | Penalty I Lags I Batteny I TN Advanced |
Maodel | Categorical I Testing I Select Cases I TreeMet I Costs I
| Variable Selection
" Analysis Type
Variable Name Target | Predictor | Categorical | Weight (™) Classification
MARKDOWNS ] [ | (@) Regression
SIZE [l [ | Unsupervised
STORE 0 Il I () Logistic Binary
et O O O i Set Foous Class...
TEST B O ] [
TPEs & =mtl
UNEMPLOYMENT [ [ ] Target Variable
WEEKLY_SALES = & [ | WEEKLY_SALES
- Weight Variable
Sort: [Alphabetimllv b Preu:lsicegfst S%Eait Mumber of Predictors
| 13
Automatic Best Predictor Discovery Mumber of Predictars in Model: 13
@ Off After Building a Model Analysis Method

Discover ony Treelet -]

Maximum wariables =
Discover and run  For each class

[ Cancel ] [ Continue ] l Start ]

20) Switch the Analysis Method to TreeNet. Check that the variables are still correctly selected and Regression remain
as the Analysis Type.
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21) Click theTestingtab:

TETE

Class Weights | Penalty Lags Batteny | TH Advanced I
Madel | Categorical Testing Select Cases | TreeMst I Costs I

| Select Method for Testing

() Mo independent testing - exploratory tree

(") Fraction of cases selected at random for testing:

() Test sample contained in a separate file: |

() v-fold cross-validation: []save OOB Scores to file: |

() Variable determines cross-validation bins: []save CV models to grove
(@) Variable separates learn, test, (holdout): [TEST
CASEID
DATE
DEPT
TEST
Automatic Best Predictor Discovery Mumber of Predictors in Model; 13
@ Off After Building a Model Analysis Method

Discover only ’ Treehet - ]
Maximum varial:ules-
Discover and run  for each class “

| Cancel | | contrue | | start |

Again,you will usethe 80/20 partitionby TESTor comparison.
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22) Finally, click th&reeNettab:

Class Weights I Penalty I Lags I Batteny | TN Advanced
Model I Categorical I Testing I Select Cases TreeNet Costs I
| TreeMet Options
Advanced Settings Limits
Learnrate:  ALTO Mumber of trees to build: 200 =
Maximum number of trees, =
Subsample fraction: .50 - induding restart continuations: 10000 =
Maximum nodes per tree: & =
Logistic residual trim fraction: 0. 10 - Terminal node Minimum Training 10 .
cases =
Huber-M fraction of errars = Maximum number of most-optimal =
squared: models to save summary results 1 -
Optimal Logistic Model Selection Criterion Regression Loss Criterion
(@) Cross Entropy (Likelihood) () Least absolute deviation
() ROC area () Least squares
() Lift in given percentile 0.1 % (@) Huber-M (Blend LS and LAD)
(") Misdassification rate 0.5 = (") RandomForests
Logistic and Regresion
[Csingle Tree Std. Defaults | | Save Defauts | |Recal Defaults |
Automatic Best Predictor Discovery Mumber of Predictors in Model: 13
@ Off After Building a Model Analysis Method
Discover only [T”*ENE': ']
Maxirmurn vatiables -
' 8=
Discover and run  for each class
l Cancel ] [ Continue ] I Start I

There are many different parameters that come in handy during the TreeNet model building process. Before playing
with these, run the default mael to observe the performance and evaluate which parameters should be tweaked.

23) ClickStart
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§§ TreeMet Output 3 EI@
Training data: \\salfordvmdcd 1users$KOnthank\My Documents\Maximizing ROI\Webinar\Deptl.csy N Learn: 1,131 NTest: 264
Target variable: WEEKLY_SALES TreeSize: 6 Croml s
LRI = Trees grown: — Measﬁfe 422229541 SD,DTSEDS.DDDDD ?F,‘nM?z.Eas?m
Important predictors: 13 Trees optimal: 200 M Trees 200 200 200
R-Squared: 0.45913 Loss criterion: Huber-m
H#200 (4323.295) (6653.170) #200 [45323.255}
@ 15000

MAD

5000 Learn

Test

10000 WWWM

0 10 20 30 40 50 60 70 80 a0 00 110 120 130 140 150 180 170 180 180 200

Number of Trees

[ MAD ” MSE I I Summary... I Display Plots Create F‘Iots...l ICommands...I I Translate... I IScore...I I Save Grove...

The TreeNet Output window shows a graph of the number of trees built against the MAD. The optimal model is denote
by the green bar&200 treeswith an MAD of 4,32and an Rof 46% ¢ K A & anybatygr@hian the CART model.

Because the optimal number of trees is equal to the number of trees you built, this number needs to be increased to
allow the model performance tdevelopas the ensemble grvs.

24) Reopen the Model Setup windoJ g&a| and click theTreeNettab:

TreeMet Options

Advanced Settings Limits
Learnrate: 0.1 Mumber of trees to build: 500

Maximum number of trees, T
including restart continuations:

F

Subsample fraction: [, 50

Maximum nodes per tree: &
Loqistic residual trim fraction: .10

4
L

Terminal node Minimum Training 0
Cases =

Huber-M fraction of errors 0.90 - Maximum number of most-optimal
squared: models to save summary results

4
L3

4

25) In the Learn Rate box, enter 0.1. This parameter controls how fast (or slow) the model converges to the optimal
solution.Change the number of trede build from 200 to 50 to allow the model to develop.

26) ClickStart
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=% TreeNet Output 4 [E=H =
Training data: |\\salfordvmdc0 1\users$\Onthank My Documents\Masdmizing ROIWebinar\Dept1.csv N Learn: 1,131 NTest: 264
Target variable: WEEKLY_SALES TreeSize: 5 Optimal Model
Mumber of predictors: i3 Trees grown: 500 By plaD {SH [EkiEE
Meazure 3.263.27305 35,215,264.00000 5.934.24502
Important predictors: 13 Trees optimal: 369 M Trees 369 299 299
R-Squared: 0.61706 Loss criterion: Huber-M
H369 (3263.279) #369 (3263.279) (2260.787)
10000 t
2000
0O &000 i
=L |
= 4000 v ~ ; Learn
2000 4 - M Lt ok a8 e N Test
0 |
0 100 200 300 400 500
Number of Trees
[ MAD ” MSE ] [ Summary... ] Dizplay Plots Create Plots. .. ] [ Commands... ] [ Translate... ] [Score... ] [ Save Grove...

The optinal model now has an MAD of 3,263 and dof62%6, a huge improvement on the original regression model.
Now that you have a decent model to predict weeldles,you can observe how the valikes are affecting your sales.

27) Click theSummarybutton:
=% TreeNet Output 4 [E=N ="
Training data: \\salfordvmdc0 1Yusers$ K Onthank My Documents\Maximizing ROI'W/ebinar\Dept1.cev N Learn: 1,131 NTest: 264
Target variable: WEEKLY _SALES TreeSize: 5 Optimal Model
Mumber of predictors: 13 Trees grown: 500 By plaD {SH [EkiEE
Meazure 3.263.27305 35,215.264.00000 5.934.24502
Important predictors: 13 Trees optimal: 369 M Trees 369 399 393
R-Squared: 0.61706 Loss criterion: Huber-4
H369 (3263.279) #3659 (3263.279) (2260.787)
10000 L
8000 i
0 s000 5
<< |
= 4000 sl X i Learn
2000 N - M Lo U hi Aty i ":(*"‘."I'N"Wﬂw Test
. |
0 100 200 300 400 500
Number of Trees
[ MAD ” MSE ] I Summary... I Dis Plots Create Flots. .. ] [ Commands... ] [ Translate.... ] [Score... ] [ Save Grove...
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Again, you can see summary statistics for the optimal model:

=% TreeNet Output 4: Summary For 369 Trees (Optimal) EI@
Eror Statistics Counts ] Ermor Outliers % ] Eror Outliers Counts ] Residual Box Flot ]
Summary l Dataset ] Gains ] Variable Importance ] Emor Statistics ]
Model Summary
Model Model error measures
Target: WEEKLY _SALES
Joint M: 1,395 Hame Learn Test
Wat Joint N: 1395.00 Rii5E | E1E1.22428 B550 92796
N Cat: Regression MSE I7IR0654.58248 3541354363823
i 3] 2535, J16ER 326327912 4—+
Predictors: 13 MRAD 010451 016673
S5y 294233334039.15338 24414286099.96465
S5E 42933034262 FEE43 9345175520 43212
R"2 085411 061706 €—+
R™2 Morm 0.87518 062552
AlC 19764 28163 451500763
&Cc 1976460750 4E16.46369
BIC 19829 68278 466149503
Score... ] lTranslate. .
28) Click thevariable Importanceab:
?'5 TreeMet Output 4: Summary For 369 Trees (Optimal) EI@
Emor Statistics Counts ] Emor Outliers % ] Emor Outliers Counts Residual Box Plot
Summary ] Dataset ] Gains Variable Importance Error Statistics % ]
Variable Importance
Variable Seore - Relative importance
SIZE 100.00 _ [] shaw zero importance variables
MARKDOWN3 759.16
MARKDOWN2 7327
CPI 7045
TEMFERATURE 6643
FUEL_FRICE 52.19
MARKDOWN4 R272
UNEMPLOYMENT 5164
STORE 4822
MARKDOWN1 4544
MARKDOWNS 4217
ISHOLIDAYS 2882
WEES, .34 Variables count: 13
New Keep List ] [ Mew Keep & Go ] [ Select Al =T ErTE 13
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Sizemarkdown 3, and markdown &e the most important variables. You wibw create dependency plots to see
exactly how these top predictors are contributing.

29) Return to the TreeNet Output window and cliCkeate Plots

5 TreeNet Output ==
Training data: |\\salfordvmdc0 1Yusers$fOnthank My DocumentsMandmizing ROI'Webinar\Dept 1.csv N Learn: 1,131 NTest: 264
Target variable: WEEKLY_SALES TreeSize: 5 Optimal Model
Mumber of predictors: 13 Trees grown: 500 ) 43D SE filSE
Meazure 3,263.27305 35,215,264.00000 5,934, 24502
Important predictors: 13 Trees optimal: 365 M Trees 369 399 399
R-Sgquared: 0.61706 Loss criterion: Huber-M
H369 (3263.279) #3659 (3263.279) (2260.787)
10000 t
&000
O so000
< |
= 4000 Y . ; Learn
2000 N - L bk Libenicae e 'H“WWWM Test
. |
0 100 200 300 400 500
MNumber of Trees
[ MAD ” M3E ] [ Summary... ] Display Plots... I Create Plots... I [Commands... ] [ Translate... ] [Score... ] [ Save Grove...




©SVsTEms

The Create Plots dialog box will appear with plot options:

[ 1

30)Check the boxBE G Oyii&2 ¥ NA | 6t S RSLISYRSyOSQ w2 (a8 LI gy ROOKRDD t &

Plots



