
 

 

 

 

Maximizing ROI 
Using State-of-the-Art Data Science Techniques 

 

 

How to download the data*: 
 

1) Open the Walmart Store Sales Forecasting challenge on the Kaggle website 

 https://www.kaggle.com/c/walmart-recruiting-store-sales-forecasting 

2) In the navigation pane on the left, click ΨDataΩ 

3) Download the 3 files: train.csv, features.csv, stores.csv 

4) At this point, you will be prompted to accept the official competition rules in order to access the data (you may 

need to create a Kaggle account) 

5) Combine these 3 files, merging by store number and date (this may require a small amount of programming) 

6) Subset the full dataset by including only Department 1 

 

*Typically, we would provide you with the final dataset to start the analysis, but the Kaggle competition rules prevent us 

from distributing any data without your electronic acceptance of the terms of use. We apologize for the inconvenience. 

 

 

How to replicate the analysis: 
 

1) Open SPM®: 

 

 

https://www.kaggle.com/c/walmart-recruiting-store-sales-forecasting


 

 

 

 

 

2) Click the folder shortcut             to open a data file: 

 

 

 

 

3) Locate Dept1.csv (or your chosen file name) and click Open. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

The Activity Window, pictured below, will appear: 

 

 

 

This file contains the 1,395 records of weekly sales at Walmart in department 1 of all 45 included stores. In a typical 

Walmart, department 1 corresponds to candy, food, and tobacco. On the left side of the Activity Window, you can see 

the variables in the data file. These include a case ID, consumer price index, date, department number, fuel price, a 

holiday indicator, five markdowns, size of the store, store number, the temperature outside, a test partition variable, 

type of store, unemployment rate, and the weekly sales. 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

4) At the bottom of the Activity Window, click the View Data button: 

  

 

 

The spreadsheet pictured below will appear with the data: 

 

 

 

Note that variables such as size and type are consistent across each store. The DATE variable has been transformed to 

be strictly numeric. Additionally, TEST was created to separate the data into an 80% training sample and a 20% testing 

sample. Viewing the data in this way allows for a quick understanding of the variables and any possible red flags (such as 

missing values). 

 

 



 

 

 

 

 

5) Return to the Activity Window via the shortcut            : 

 

 

 

 

There are several other buttons here to run statistics on the data, display frequency distributions, and most importantly, 

build a model with the data. 

 

 

6) Click Model: 

 

 

 

 

 

 

 



 

 

 

 

 

The Model Setup window, pictured below, will appear: 

 

 

 

First, you will run a standard linear regression on the data to see how well it performs.  

 

7) In the Analysis Method drop-down menu, select Regression. In the Variable Selection pane, check WEEKLY_SALES in 

the Target column. In the Predictor column, select all of the other variables except for CASEID, DATE, DEPT, and TEST 

(as these will not be predictive). Your Model tab should now match the picture above. 

 

 

 

 

 

 

 



 

 

 

 

 

8) Click the Testing tab: 

 

 

 

In traditional regression, the entire data sample is used to build the model. However, you will use 80% of the data to 

build the model and 20% to test the model. This will provide an accurate model performance and facilitate comparisons 

to the data science techniques used later on. Typically, this partition is chosen randomly but since we have time-ordered 

data, the 80% used to build the model must have occurred in time before the 20% testing sample. This is where the TEST 

variable comes in.  

 

9) {ŜƭŜŎǘ ά±ŀǊƛŀōƭŜ ǎŜǇŀǊŀǘŜǎ ƭŜŀǊƴΣ ǘŜǎǘΣ όƘƻƭŘƻǳǘύέ ŀƴŘ ǎŜƭŜŎǘ ¢9{¢ ŦǊƻƳ ǘƘŜ ƭƛǎǘΦ ¢9{¢ ǎƛƳǇƭȅ ƘƻƭŘǎ ŀ ǾŀƭǳŜ ƻŦ л ƛŦ ǘƘŜ 

record falls in the 80% training sample or 1 if the record falls in the 20% testing sample. 

 

 

10) Click Start to build the model. 

 

 



 

 

 

 

 

 

 

 

This window gives the results of the regression model predicting weekly sales. The model is fairly poor with an MAD 

(mean absolute deviation) of 5,514 and an R2 of 36%. These results suggest that there are nonlinearities and interactions 

in the data that cannot be captured in a traditional regression model. Instead, you will attempt to build a better model 

with CART decision trees and TreeNet gradient boosting, two modern data mining techniques that will address these 

common issues. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

11) Re-open the Model Setup window via the shortcut           : 

 

 

 

 

12) Change the Analysis Method to CART. Be sure that the Analysis Type is set to Regression and that the same variables 

are selected for the model (remember to leave off CASEID, DATE, DEPT, and TEST). 

 

 

 

 

 

 

 

 



 

 

 

 

 

13) Click the Testing tab: 

 

 

 

The default testing method in CART is cross-validation, but you will stay with the 80/20 partition by TEST in order to 

compare your results to the regression model.  

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

14) Click the Limits tab: 

 

 

 

To keep your regression tree under control, you need to impose limits on how big it can grow. This is done by 

designating a minimum number of records that must fall in both parent and terminal nodes.  

 

15) In the Unweighted column, enter 70 for parent node minimum cases and 20 for terminal node minimum cases. 

 

 

16) Click Start. 

 

 

 

 

 

 

 



 

 

 

 

 

The CART Navigator window will appear once the model is built: 

 

 

 

The CART Navigator window is a simple, easy-to-use visual presentation of your CART model. In the top pane, you will 

see a tree structure. This tree corresponds to the selected tree in the model sequence, pictured in the bottom pane. 

Here, you will see all of the different tree sizes that CART constructed plotted against their relative error. You can click 

through the sequence to see trees of different sizes. 

 

Note the R2 value of 49% for the test sample in the table to the right of the model sequence. While this is an 

ƛƳǇǊƻǾŜƳŜƴǘ ƻƴ ǘƘŜ ǊŜƎǊŜǎǎƛƻƴ ƳƻŘŜƭΣ ƛǘ ǎǘƛƭƭ ƛǎƴΩǘ ƎǊŜŀǘΦ .ǳǘΣ ȅƻǳ Ŏŀƴ ǎǘƛƭƭ ǳǎŜ /!w¢ ǘƻ ŘǊŀǿ ƛƴǎƛƎƘǘǎ ŦǊƻƳ ȅƻǳǊ ŘŀǘŀΦ CƻǊ 

example, a quick CART tree run can tell you which variables play the biggest part in weekly sales. 

 

 

17) Click the Summary button at the bottom of the Navigator window: 

 

 

 

 

 

 



 

 

 

 

 

This brings up a window of numerous summary statistics for the selected CART tree: 

 

 

Notice the MAD of the model is around 4,300. 

 

18) Click the Variable Importance tab: 

 

 



 

 

 

 

 

This is where each variable in the model is recorded with its relative importance score. The most important variable is 

markdown 3, followed by size of store and consumer price index. This information tells you that there may be value in 

markdown 3 that should be explored further. An opportunity to maximize ROI may lie in optimizing this particular 

promotion throughout the year, as it has a significant effect on weekly sales. 

 

 

19) Re-open the Model Setup window via the shortcut            : 

 

 

 

20) Switch the Analysis Method to TreeNet. Check that the variables are still correctly selected and Regression remains 

as the Analysis Type. 

 

 

 

 

 



 

 

 

 

 

21) Click the Testing tab: 

 

 

 

Again, you will use the 80/20 partition by TEST for comparison. 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

22) Finally, click the TreeNet tab: 

 

 

 

There are many different parameters that come in handy during the TreeNet model building process. Before playing 

with these, run the default model to observe the performance and evaluate which parameters should be tweaked.  

 

23) Click Start. 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

The TreeNet Output window shows a graph of the number of trees built against the MAD. The optimal model is denoted 

by the green bar at 200 trees with an MAD of 4,323 and an R2 of 46%. ¢Ƙƛǎ ƛǎƴΩǘ any better than the CART model. 

Because the optimal number of trees is equal to the number of trees you built, this number needs to be increased to 

allow the model performance to develop as the ensemble grows. 

 

 

24) Re-open the Model Setup window             and click the TreeNet tab: 

 

 

25) In the Learn Rate box, enter 0.1. This parameter controls how fast (or slow) the model converges to the optimal 

solution. Change the number of trees to build from 200 to 500 to allow the model to develop.  

 

 

26) Click Start. 

 

 



 

 

 

 

 

 

The optimal model now has an MAD of 3,263 and an R2 of 62%, a huge improvement on the original regression model. 

Now that you have a decent model to predict weekly sales, you can observe how the variables are affecting your sales. 

 

 

27) Click the Summary button: 

 

 

 

 

 



 

 

 

 

 

Again, you can see summary statistics for the optimal model: 

 

 

 

28) Click the Variable Importance tab: 

 

 



 

 

 

 

 

Size, markdown 3, and markdown 2 are the most important variables. You will now create dependency plots to see 

exactly how these top predictors are contributing. 

 

 

29) Return to the TreeNet Output window and click Create Plots: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

The Create Plots dialog box will appear with plot options: 

 

 

 

30) Check the box nŜȄǘ ǘƻ ΨOƴŜ ǾŀǊƛŀōƭŜ ŘŜǇŜƴŘŜƴŎŜΩ Ǉƭƻǘǎ ŀƴŘ ŎƘŜŎƪ ǘƘŜ ōƻȄ ƴŜȄǘ ǘƻ ΨUǎŜ ǘƻǇ о ǾŀǊƛŀōƭŜǎΩΦ /ƭƛŎƪ Create 

Plots. 

 

 

 

 

 

 

 

 

 

 

 


